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Abstract The pre-requisite for any Natural Language Processing (NLP) task, is the corpus. Corpus is defined as a large collection of structured text. Dogri is one of the official languages of India but is under-resourced in terms of computational resources needed for any NLP task. This paper proposes a methodology to construct a standard corpus which can be used for performing various language processing tasks like stemming, part-of-speech tagging, information retrieval, etc. The digitized text required for creating the corpus is not available due to the scarcity of online resources containing Dogri text. The only online source which is available is the Dogri Newspaper “Jammu Prabhat”. Hence, the text is to be extracted from portable document formats (pdf) of that newspaper which are first converted to images before extraction of the text. To achieve this, an open-source tool-Tesseract is used for extracting the text from images. The methodology that is used for the corpus creation of Dogri Language is discussed in detail in the paper. The challenges faced during the research and the acquired results have also been discussed.

Index Terms— Corpus, Tesseract-OCR, Dogri Language, Language Resource.

In India, there are 22 official languages as defined in the eighth schedule of the Indian Constitution [9] and Dogri language being one of them. Dogri language belongs to the class of Indo-Aryan languages, which is spoken by about 5 million people in India and Pakistan but mostly has its dominance in the state of Jammu & Kashmir and parts of Himachal Pradesh and northern Punjab [10]. Dogri was originally written using the Dogri script [11] which has its resemblance with the Takri script, the script of royals of Himachal Region but now the language is written using Devanagari script. Dogri language is still in its developing form, as it has not been widely explored in area of computational linguistic and natural language processing. Thus, resulting in scarcity of online resources required for the processing of text.

Dogri is the native language of the people of J&K and in particular of the people of Jammu region. The digitization of this language for the creation of corpus is taken up as the researcher itself hails from this region. In this era of digitalization, it is important to take up every minor step which will bring the smaller of the part in race with the global forum. The creation of Dogri corpus will lead more researchers being able to develop the NLP tools for Dogri language which will further enhance the research for the language.

Corpus is defined as the large collection of data which can either be in written or spoken form. It is machine-readable and is used for the purpose of linguistic research. A standard corpus is required for the development of tools needed for the processing of language. There are various benchmark corpuses which researchers use for executing...
NLP tasks in different domains like Brown Corpus[12], DUC (Document Understanding Conferences) [13], TAC (Text Analysis Conference)[14], CNN dataset, Reuters dataset etc. These corpuses contain tokens, human generated abstractive as well as extractive summaries required for evaluation of the proposed summarization technique. These can be used for both single and multi-document summarization. These datasets are mainly developed for English, Chinese and other European languages. As far as Indian languages are concerned, Indian languages are less explored as compared to the foreign languages due to the lack of availability of resources required for processing the text. This scenario is changing rapidly through the efforts of the researcher’s community, as various linguistic resources are being developed which are at par with the resources developed for foreign languages. Few examples of resources for text are Parallel Corpora, Ontology & Word-Net, Online Vishavkosh, Text Corpora etc. [15], [16] and for speech are Speech Corpora, Semi-automatic annotation tool for Speech Corpora [17].

This paper aims at developing a corpus for Dogri language. The created corpus contains news items covering the domain of sports, education, politics, entertainment from the only Dogri newspaper “Jammu Prabhat” [18]. The idea behind choosing the newspaper is to cover maximum words from all the domains. As the data is not available in digital form and the only available resource are the images of the text. Thus, in this work, an open source tool i.e. Tesseract [19] is used for extracting the text and making a corpus from the available resources. The paper begins with the introduction of the linguistic resources required for performing NLP tasks. A brief introduction of Dogri language along with the status of on-going research in the field of NLP for Dogri language is presented in Section I. The background work that has been carried out previously for under-resourced languages and the different techniques used by researchers to extract text from images are also discussed in Section II. In Section III, the proposed methodology for creation of Dogri corpus and the need for its development are also described. Section IV gives a detailed explanation of the methodology for corpus creation. The challenges which were faced during creation of the corpus are presented in Section V. Then, the paper discusses the statistics which were obtained during extraction of text from the newspaper and book pdf in Section VI. Finally, the paper concludes in Section VII along with the open challenges for further research in this area are also stated.

II. BACKGROUND

The task of identification of corpus or to get the corpus in digitised form is not a challenge anymore for the common languages having widespread usage and implementation. As large numbers of resources are freely available and now the researchers are concentrating on making improvements in the techniques which can be applied further to enhance the quality of research. Under-resourced languages are deprived from these basic resources like: corpus, annotators, part of speech tagger, stemmer, named-entity lists etc. These resources provide a base for developing efficient tools and applications which boost NLP research. Over the years the researchers have developed tools and techniques for extracting text from the images. The researchers are also working for developing the basic resources for the under-resourced languages. A few of these tools and the basic resources are discussed below as:

In an attempt of using Tesseract-OCR, Kumar [20] have used Tesseract-OCR for recognizing Gujarati characters. An already available trained Gujarati script was used for training the OCR. The results have been checked by using different font-size, font style etc. and the mean confidence come out to be 86%. Various neural network techniques have been proposed by the researchers for identification of text from the images. Word level script has been identified with the help of an end-to-end Recurrent Neural Network (RNN) based architecture which is able to detect and recognize the script and text of 12 Indian languages by Mathew in [21]. Two RNN structure was used each containing 3 levels of 50 Long Short-Term Memory (LSTM) nodes; one RNN is used for script identification and the other is used for recognition. Smitha [22] has described the whole process of extraction of text from the document images. The process is executed with the combination of Tesseract-OCR and imagemagick and then the results are compared with that of OCRopus. OCRopus is also an open source OCR developed for English language. But the results of the Tesseract-OCR and imagemagick combination are more promising as compared to the OCRopus.

Sankaran in paper [23] has proposed a recognition system for Devanagari script using RNN known as Bidirectional Long Short-Term Memory (BLSTM). The approach used by the author has eliminated the need for word to character segmentation thus reducing the word error rate by 20% and the character error rate by 9% as compared to the best OCR available for the Devanagari script. In [24], Chakraborty has developed a system for the visually-impaired person in which the text from the
images are extracted and then converted to a 6-dot cell Braille format. The scanned document images are first converted into grayscale images and then passed to the Tesseract for extraction of text from these scanned images of the document. The text is then processed by using API JOrtho for any errors in the extracted text. The prepared data is then converted to the Braille format using a defined set of rules. The application is useful and considered as the first of its type. The relative study of two optical character recognition tools i.e. Tesseract and Transym has been done by Patel in [25]. The later one is the open-source tool while the other is a commercial tool. The experiments have been carried out for extraction of vehicle numbers from the vehicle number plates. Tesseract comes out to be more powerful as compared to Transym. The accuracy for coloured images is 61% while for grayscale images it is 70% in case of Tesseract OCR whereas it is only 47% in Transym.

A complete framework for integration of Bangla script recognition support in Tesseract was developed by Hasnat in [26]. The entire task is divided into two phases: training data generation and test data processing. 340 characters including 50 basic, 10 vowel modifiers and 270 compound characters are considered for initial training of the Tesseract. Dependent modifiers are trained separately and combined with the basic units. Further, binarization, noise elimination, skew detection and correction and character segmentation are carried out for the testing phase. Kumar in [27] have given an idea of developing Dogri WordNet in terms of Hindi WordNet due to the lexical and structural similarity of the languages. It is considered as the first attempt in developing such a lexical resource which will boost the research further in the area of NLP as various language processing tools such as stemmer, parser, spell checker etc. could be developed with the help of this WordNet. The English WordNet and the Hindi WordNet has enhanced the quality of research and the development of this WordNet also aims for the same.

Urdu corpus with the aim of enhancing the researcher’s interest in the area of NLP was developed by Humayoun in [28]. Two versions of the same corpus were created. The first version contains the words separated by space while in second version, proper word boundaries are tagged manually. Further, normalization, part-of-speech tagging, lemmatization, stemming, morphological analysis is applied on both versions of the corpus for better results. 50 articles were taken into consideration from various fields for the creation of a benchmark corpus. Gupta has developed an automatic extractive text summarization system for Punjabi text in [29]. The author first created the corpus from local newspaper and then applies pre-processing and processing phases to the text for generation of the summary. It was also the first attempt by the authors to create such a system which further enhances the research carried out in India in the field of natural language processing.

III. PROPOSED WORK

The proposed work aims on creation of the Dogri corpus. Dogri is the native language of the state of Jammu and Kashmir. It is spoken by about 5 million people. But the digitalization of language is still a major concern. Due to lack of digitalization, the basic resources have to be built from scratch. The need for corpus creation, Tesseract OCR and the methodology that have been adopted in building the final corpus is presented in the sub-sections mentioned below.

A. Need for Dogri Corpus Creation

Creation of corpus is the foremost requirement for any NLP task. The input data chosen for corpus creation must be diverse in nature, so that the results could be evaluated efficiently. Dogri language being new to the area of NLP, no such linguistic resources is available for researchers for evaluating their research or to build new tools. It is the prime need for any natural language processing task to have a corpus. So, this paper proposes to build the corpus for the same. The scarcity of linguistic resources required for development of NLP tools has motivated this research.

B. Tools Used

Following tools have been used for creation of the corpus:
1) Pdf Files: There is scarcity of digitized data for Dogri Language. In order to create a corpus, a vast and diversified data is required. For the want of diversified data, newspaper articles from the Dogri newspaper “Jammu Prabhat” and a textbook of curriculum of Dogri language are chosen to be included in the corpus. The pdfs of these newspaper articles and textbook are used as the prime source of data for text extraction. These pdfs are converted to images first for further processing.
2) Imagemagick: It is open source software which is used for converting, editing and manipulating images. This tool is used for enhancing the quality of the image to be given as input to the Tesseract-OCR.
3) Tesseract-OCR: Tesseract [19], is an open source OCR engine outsourced by Google© having the ability to recognize more than 100 languages and one feature of this tool is that it can also be trained to recognize new languages [30]. This tool has been used for extracting the text from the available images in this paper. The foremost
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reasons for choosing Tesseract is that it is freely available open source technology. Secondly, it provides a vast domain of languages that can be recognized using this tool and if the results are not satisfactory, then one can train its own language simply by adding box files to the training data. Thirdly, it is known to be the most accurate OCR till now giving up to 99% accuracy.

4) Python: It is an open source programming language and is used for analyzing the extracted text. The statistics of the corpus created are calculated by making use of this language.

IV. METHODOLOGY FOR CORPUS CREATION

Natural Language Processing tasks are highly dependent on the corpus for proper processing of the text. There are many sources available from which the corpus is readily available, but for under-resourced like Dogri all the work has to be done from scratch. The methodology that has been adopted for the creation of the corpus is presented in Fig. 1.

The detailed description of each of the above stated step is presented below:

A. Identification of the Input Source

From a variety of sources available e.g. novels, books, magazines, newspapers etc., newspaper images are chosen as the prime source for extracting text data. The main reason for choosing newspaper as an input source includes:

1) The variety of information present in them as they include items from all the spheres ranging from politics to entertainment to sports and education. Hence, providing a versatile corpus which can act as a standard for further NLP research.

2) The language used is understandable and identified by the regional community.

3) It is freely available and there is no need for further scanning as it is already in jpeg format.

B. Image Pre-processing

The available images are to be converted into png (portable network graphics) image format for better recognition of the text from images. As png formats allow lossless compression of the images in grey scale, thus enhancing the quality of images and making it suitable to be given as input to the Tesseract. The conversion of images from jpeg to png is done by using the imagemagick[31]. Imagemagick is an open source tool for converting, displaying and editing images. It is an inbuilt framework which deals with the binarization, noise removal, foreground detection and skew correction of the given image. Binarization, deals with the conversion of given coloured or grayscale document image into its bi-level representation [32]. The bi-level representation of the document image is then analysed for any unwanted noise in the image. After noise removal, the background and foreground of the image are separated for clarity in the given document image. If required, a skew is applied to the document image for further cleaning of the image [22]. All these sub-processes are part of the imagemagick framework which is taken care automatically. The converted and clearer image is then provided as input to the Tesseract OCR.

C. Extraction of Text from Images using Tesseract-OCR

After successful conversion of the image from jpeg to png format, the image is fed as input to the Tesseract OCR for text recognition and extraction. Since, both Dogri and Hindi languages are written using the Devanagari Script, there is a structural similarity in the structure of basic alphabets and construction of words. Although being structurally similar, there is a huge difference in the vocabulary and context of the language which distinguishes both these languages. Tesseract software is trained on over 100 languages and for Dogri language; this paper proposes to use the Hindi training data because of the lexical similarity of the two. The Hindi training set is already available in Tesseract which contains the box file of the basic characters of the language and the word list of Hindi script. Using the Hindi training set on the corpus has yielded comparable results and is able to extract more than 80% of the text from the input images. The output of the PNG image given as input to the Tesseract is presented in the Fig.2 below:
D. Post-processing of Text and Creation of Corpus

The text extracted from the Tesseract OCR is not 100% accurate. So, it requires some manual processing for creation of the corpus. The manual processing includes separating words, identifying the end of line and correction of words which are not correctly identified by the Tesseract engine. An example of these pre-processing terms is presented below:

1) Removal of extra symbol: During the text extraction phase, the Tesseract OCR insert symbol such as "|" and "।", which does not demark the sentence rather add anomaly to it.

2) Misinterpretation of “स” with “र”: After careful analysis of the extracted text, it is found that the Tesseract OCR is not able to completely recognize the character “स” of the Dogri text and misinterpret it as another Dogri language character “र”.

3) Correction of diacritic “ै” with “ै”: Also, it is found that the Tesseract OCR, interpret the diacritic “ै” as “ै” in few instances such as it recognizes the word “बारें” as “बारेरे”, “तैनें” as “तैने”, “खबरै” as “खबरे” etc. And in certain instances, completely ignores the diacritic “ै”.

4) Correction of words: The misinterpreted words were corrected manually to ensure the correctness of the corpus created.

After the manual processing, 200 documents have been identified to be included in the corpus. Different documents from different domains have been chosen whose text can be included in the final corpus. Thus, the corpus that is created from a vast variety of input text can be used for various NLP tasks like stemming, tokenization, translation, summary generation etc. The main areas from which document are selected includes the following: Sports, Politics, Entertainment, Tourism, Science & Technology, Religion, Miscellaneous etc.

V. CHALLENGES IN CREATION OF DOGRI CORPUS

Following are the challenges that are faced during the creation of Dogri corpus from images:

1) Limitation of resources: The major challenge for creation of corpus is that there is limited digital data available for Dogri language. The only digital data available is the Dogri language regional newspaper titled “Jammu Prabhat”. The other non-digital resources of Dogri text includes text books, literature and magazines but is still very limited.

2) Multi format data: The content that is available cannot be copied directly into text form as the digital form contains images of the text.

3) Text conversion: Since the data that is available is not in a format that can be used to create corpus, the process involves additional overhead of text conversion. The text is scanned first and converted into either pdf or jpeg format. Direct extraction of text from the available resources is not possible. So, an OCR is required for extracting the text from the available sources.

VI. RESULTS AND DISCUSSIONS

The text is extracted from the images of the Dogri newspaper “Jammu Prabhat”. The created corpus contains 200 documents with a total of 23,398 sentences with 4,72,271 tokens and 24,893 unique tokens. A Named entity list is also created which contains 593 tokens. Also, the corpus is UTF-8 encoded and is in text file format which can easily be used for further processing. The screenshot of the created corpus along with corpus statistics is presented in Fig. 3 below:

![Fig. 3. Screenshot of the corpus statistics](image-url)
VII. CONCLUSION

The work presented in this paper is part of the on-going research for building an automatic summary generator for Dogri text. This paper presents the methodology to build the Dogri language corpus that can be used for a variety of natural language processing tasks. The various tasks include stemming, tokenization, lemmatization, POS tagger, summary generation etc. For extraction of text, Tesseract which is an open source tool is used. The results obtained of this research can be further improved by using the exclusive Dogri language training.
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