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Abstract: A modern Intrusion Detection System (IDS) is an essential component of any cutting-edge information and 

communication technology (ICT) architecture because of the growing concern for online security and the complexity and 

unpredictability of cyberattacks. Integration of Deep Neural Networks (DNNs) into Intrusion Detection Systems (IDS) 

for increased security measures is driven by the requirement to understand the nature of these assaults, which is why their 

relevance grows. With a learning rate of 0.1 and 1000 epochs of execution on the 'KDD Cup-99' dataset for training and 

benchmarking, this article uses DNNs to anticipate assaults on Network Intrusion Detection Systems (N-IDS). 

Additionally, the dataset was trained using a variety of DNNs with layers ranging from 1 to 5, in order to conduct 

comparative analysis and determine the effectiveness. Based on the results of this study, a deep neural network (DNN) 

with three layers outperforms existing deep learning models and standard machine learning techniques. 
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Introduction 

Every company in the contemporary world has been driven to embrace the integration of information and communication 

technology (ICT) as a result of the rapid speed of technical breakthroughs. As a result establishing a setting in which 

every activity is directed via that system, which makes the organisation vulnerable to attack in the event that the security 

of the information and communication technology system is compromised. As a result, this necessitates the 

implementation of multilayered detection and protection strategies that are not only capable of coping with assaults on 

the system that are really innovative but also have the ability to independently adjust to the new data. 

A number of different technologies, including anomaly detection and intrusion detection systems (IDSs), may be used to 

protect information and communications technology (ICT) systems against vulnerabilities. Among the shortcomings of 

anomaly-detection systems is the fact that it is difficult to formulate rules for these systems. Each procedure that is being 

analysed has to be created, put into action, and tested to ensure that it is accurate. There is another potential hazard 

associated with anomaly detection, which is that potentially dangerous behaviour that is consistent with the typical pattern 

of use is not identified. Because of this, it is very necessary to have an identification system that is capable of adjusting 

to the new threats that have been introduced recently, and that can be taught and deployed by making use of datasets that 

have an irregular distribution. 

A variety of cybersecurity-based technologies known as intrusion detection systems (IDSs) were first created with the 

purpose of identifying vulnerabilities and exploits that were directed against a target host. IDS is only used for the purpose 

of identifying potential dangers. As a result, it is situated outside of the band on the infrastructure of the network and is 

not included in the actual communication transit that occurs between the sender and the recipient of the data. Instead, the 

solutions will often make use of TAP or SPAN ports to analyse the copy of the inline traffic stream. They will then attempt 

to forecast the assault based on an algorithm that has been taught in the past, which will make the requirement for human 

participation very insignificant. 

Within the realm of cyber security, machine learning algorithms have shown to be of critical importance. There has been 

an increase in the reliability of applying deep learning networks for Artificial Intelligence (AI) and unsupervised 

challenges. This is particularly due to the incredible performance and potential of deep learning networks in recent days 

in various problems from a wide variety of fields that were considered unsolvable in the past. In essence, deep learning 

is nothing more than a subfield of machine learning that attempts to simulate the operations of the human brain, which is 

where the term "artificial neural network" comes from. 

When it comes to tackling high-level issues, deep learning is a notion that involves the formation of hierarchical 

representations that are complicated and entail the production of basic building pieces. 

 

RELATED WORK 

Ever from the beginning of computer architectures, there has been research on the use of identification in network security. 

These days, it is normal practice to use machine learning strategies and solutions to holistic intrusion detection systems. 

mailto:jambhekarnd@gmail.com
mailto:jambhekarnd@gmail.com


JOURNAL OF CRITICAL REVIEWS 

 
ISSN-2394-5125     VOL 7, ISSUE 6, 2020 

 

3176 

The available training data, on the other hand, is restricted and is mostly used for benchmarking purposes. The DARPA 

dataset [1] is often considered to be among the most extensive datasets that are available to the general public. After being 

cleaned up, the data from the dump that was provided by the DARPAIDE valuation network in 1998 was used for the 

KDDCupcontest that took place in 1999 at the 5th International Conference on Knowledge-edge Discovery and Data 

Mining. The task at hand was to organise the records of the connections that have previously been preprocessed into either 

traffic that is considered to be normal or one of the following kinds of attacks: "DoS," "Probing," "R2L," and "U2R." 

Preprocessing the data from the KDDCup-'99 competition was accomplished with the help of the MADAMID framework 

[2]. The entries that employed decision tree variants and showed only modest changes in performance were the ones that 

took the top three spots [3,4,5]. Following the evaluation of all seventeen of the competition's first entries, it was 

discovered that they all performed well [6]. The bulk of the findings that were published were evaluated and trained using 

just a 10% training set, and they observed the feature reduction on the datasets that were used for the KDDCup-'99 study 

[7 8, 9]. Only a small number of researchers made use of self-constructed datasets, which were taken from the 10% 

KDDCup-'99' training set [10, 11,12]. 

There are a number of fascinating publications that are published as a result of the utilisation of a variety of training and 

test datasets. These articles compare the results in an unintentional manner. Genetic algorithms and decision trees were 

used in a work [13] for the purpose of automatically generating rules for an intelligent system with the intention of 

improving the capabilities of an existing intrusion detection system (IDS). It was argued by [14] and [15] that this 

integrated use of neural networks in IDS would be beneficial. In [16], an application of recurrent neural networks (RNNs) 

was presented, and in [17], a comparison was made between the performance of neural network topologies for statistical 

anomaly detection and datasets from four distinct situations. 

Despite the fact that the datasets of KDDCup-'99' contain a number of problems [18], [19] contends that they are still an 

efficient benchmarking dataset that is accessible to the public and can be used to evaluate various intrusion detection 

systems. 

The capacity of machine learning-based systems to combat continually developing complex and varied threats in order to 

achieve an acceptable false positive rate of identification while maintaining a fair computing cost is the primary rationale 

for the widespread use of these approaches. According to [36], the PNrule approach, which is developed from P-rules and 

N-rules, was used in the early phases of the process in order to determine whether or not the class existed. 

The improvement of the detection rate in the other sorts of assaults, with the exception of the U2R category, is one of the 

reasons why this has positive implications. 

 

The term "Convolutional Neural Network" (CNN) refers to a network that is an evolution of the standard Feed Forward 

Networks (FFN) in the plane of drawing inspiration from biological aspects. When CNN was first developed, it was used 

for the purpose of image processing. This was accomplished by the utilisation of conventional 2D layers, pooling 2D 

layers, and entirely linked layers. The research conducted by [37] investigated the uses of CNN for intrusion detection 

systems (IDS) using the KDDCup dataset from 1999 and compared the findings with those of several other cutting-edge 

algorithms. After careful consideration, they have arrived with the general opinion that CNN is better than the other 

approaches. The applicability of the Long-Short-Term Memory (LSTM) classifier was investigated in [38], which used 

the same dataset. According to what has been said, the utility of LSTM in relation to intrusion detection systems may be 

shown by its ability to look into the past and link the consecutive records of connections. 

The primary objective of this research is to make advantage of the unexpected unpredictability that may occur during an 

incoming cyberattack. This randomness is not apparent by the naked sight of a human being, but it can be filtered by the 

addition of an artificial intelligence layer to the network. It is also possible to learn to quickly anticipate an incoming 

assault by training the neural network with the current data on cyber attacks. This allows one to either notify the system 

or execute a pre-programmed reaction, both of which have the potential to prevent the attack from continuing. As a 

consequence of this, it is possible to avoid costly data breaches and aftershock collateral damage that might amount to 

millions of dollars simply by adding an additional layer to the security system. A more current dataset must be utilised 

for retraining before the algorithm is deployed in the field. This is necessary in order to improve the real-time resilience 

of the system. The benchmarking dataset that was used for training the networks has been used. The purpose of this article 

is to provide an introduction to the fundamentals of artificial neural networks within the context of the rapidly developing 

topic of cybersecurity. 

 

Deep Neural Network(DNN) 

Deep neural networks are layered in an increasing hierarchy of complexity as well as abstraction, in contrast to the linear 

nature of typical machine learning methods. Every layer is applicable.This algorithm performs a nonlinear transformation 

on its input and generates a statistical model as an output based on what it has learned. A straightforward explanation 

would be that the input layer is the one that receives the input layer and then passes it on to the first hidden layer. These 

hidden layers do computations and analysis on the information that we provide. In the process of developing neural 

networks, one of the issues that occurs is determining the hidden layers’ count and the count of the neurons for each layer. 

An activation function is present in every neuron and is used to standardize the output of the neuron. The "Deep" in deep 

learning refers to the presence of multiple hidden layers. The output layer returns the output data. Until the output has 
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reached an acceptable level of accuracy, epochs are recontinued. Cybersecurity is a critical concern in today's 

interconnected world, with network intrusions posing significant threats to both individuals and organizations. Traditional 

intrusion detection systems (IDS) often struggle to keep pace with the evolving nature of cyber threats, prompting the 

exploration of more advanced techniques. Deep learning, a subset of machine learning, has emerged as a promising 

approach for enhancing the effectiveness of intrusion detection by leveraging its ability to automatically learn and adapt 

from large volumes of data. 

The purpose of this research paper is to investigate the application of deep learning methods for detecting network 

intrusions and to evaluate their effectiveness compared to traditional approaches. This paper will provide an overview of 

deep learning techniques relevant to cybersecurity, discuss their advantages and limitations, and present experimental 

results demonstrating their performance in detecting various types of network intrusions. 

 

Shortcomings of the KDDCup-’99 dataset 

ReLu has shown to be more effective, and it provides a comprehensive report. However, the sin-thetic data set that was 

supplied, which included KDDCup-'98' and KDDCup-'99, does have a number of significant inadequacies. 

The primary criticism levelled against them was that they missed the opportunity to evaluate their data set by simulating 

a real-world profile. However, despite all of these critiques, the dataset KDD Cup-'99 has been used by Byman researchers 

as an efficient dataset for benchmarking the IDS algorithms throughout the course of the years. [27] has provided a deep 

examination of the contents, found the non-uniformity, and replicated the artefacts in simulated network trafficdata. This 

is in contrast to the criticisms that have been levelled against the production of the dataset. 

The reasons why machine learning classifiers have limited skill in recognising assaults that correspond to the content 

categories R2L and U2R in KDDCup-'99' data sets have been explored by [28]. Also included in this discussion are the 

reasons why these attacks are difficult to recognise. They came to the conclusion that it is not feasible to get a detection 

rate that is satisfactory by using traditional machine learning techniques. In addition, it is said that it is possible to get a 

high detection rate in the majority of instances by creating data sets that have been refined and enhanced via the procedure 

of integrating the train set with the test set. Nevertheless, a substantial method has not been presented in this article. 

There was a lot of criticism directed to the DARPA/KDDCup-'88 since it did not test the typical intrusion detection 

system. For the purpose of eliminating this, [29] used the Snort ID system on DARPA/ KDDCup- '98'tcpdumptraces 

information. As a consequence of the system's poor performance, the accuracy was low, and the false positive rates were 

unacceptable. Despite the fact that it was unsuccessful in identifying dos and probing category, it performed much better 

than the detection of R2L and U2R overall. 

 

The KDDCup-'99 season of the most extensively used publicly accessible benchmarking datasets is trustworthy for 

research linked to IDS assessment and other security-related activities [31], notwithstanding the severe critiques that have 

been levelled against it [30]. A refined version of the dataset, which was given the moniker NSL-KDD, was offered by 

[31] in an attempt to address the fundamental issues that were present with the KDDCup-'99' collection. The redundant 

connection records of the full train and test data were eliminated as a result of this action. Furthermore, the inaccurate 

records were removed from the samples that were being tested. Through the use of these procedures, the classifier is 

prevented from exhibiting a bias towards records that occur more often. Although this was refined, it was not successful 

in resolving the concerns that were noted by [32, 33]. As a result, a new dataset that was given the name UNSW-NB15 

was proposed. 

 

In today's digitally interconnected world, cybersecurity has become a paramount concern due to the escalating frequency 

and sophistication of cyber threats. Network intrusions, in particular, pose significant risks to individuals, organizations, 

and critical infrastructure, leading to data breaches, financial losses, and reputational damage. Traditional methods of 

detecting and mitigating network intrusions often rely on rule-based approaches and signature-based detection systems, 

which may struggle to keep pace with the rapidly evolving landscape of cyber threats. 

 

Deep learning, a subset of machine learning techniques inspired by the structure and function of the human brain, has 

emerged as a promising approach for enhancing cybersecurity measures. Deep learning models, such as artificial neural 

networks, are capable of automatically learning complex patterns and relationships from large volumes of data, enabling 

them to detect subtle anomalies and intrusions that may evade traditional detection methods. By leveraging the power of 

deep learning, cybersecurity practitioners can develop more adaptive and resilient defense mechanisms to safeguard 

against cyber threats. 

The objective of this research paper is to explore the application of deep learning methods for detecting network intrusions 

and to evaluate their effectiveness compared to traditional approaches. Specifically, we aim to investigate how deep 

learning techniques can be applied to analyze network traffic data and identify malicious activities, such as unauthorized 

access attempts, malware infections, and denial-of-service attacks. By harnessing the capabilities of deep learning, we 

seek to enhance the accuracy, efficiency, and scalability of intrusion detection systems, thereby bolstering the overall 

cybersecurity posture of individuals and organizations. 
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Conclusion 

The study has provided a thorough summary of the benefits of DNs in intrusion detection systems. We have taken into 

consideration some traditional ML algorithms for the sake of comparison and when pitted against DNN's output. The 

research mainly employed the publicly available KDDCup-'99 dataset as its benchmarking tool, which provided 

unambiguous documentation of the DNN's superiority over the other techniques tested. This study considers DNNs with 

varying counts of hidden layers for algorithmic refinement and finds that a DNN with three layers is the most effective 

and accurate.The use of an out-of-date benchmarking dataset to train the neurons is a problem with this approach, as 

mentioned many times in this study. Luckily, it may be defeated by using a new dataset that captures the essence of 

current attack techniques. This should be done before deploying the artificial intelligence layer to the existing network 

infrastructures. This will ensure that the algorithm is adaptable in the real world.Although deep learning approaches show 

promise for cyber security problems, this paper's empirical findings suggest that they may not be the best choice. 
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