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ABSTRACT 

Email has become one of the most important forms of communication. In 2014, there are estimated to 

be 4.1 billion email accounts worldwide, and about 196 billion emails are sent each day worldwide. 

Spam is one of the major threats posed to email users. In 2013, 69.6% of all email flows were spam. 

Links in spam emails may lead to users to websites with malware or phishing schemes, which can 

access and disrupt the receiver’s computer system. These sites can also gather sensitive information 

from. Additionally, spam costs businesses around $2000 per employee per year due to decreased 

productivity. Therefore, an effective spam filtering technology is a significant contribution to the 

sustainability of the cyberspace and to our society. Current spam techniques could be paired with 

content-based spam filtering methods to increase effectiveness. Content-based methods analyze the 

content of the email to determine if the email is spam.  

Therefore, this project employs artificial neural networks to detect SPAM, HAM, and Phishing emails 

by applying features selection algorithm called PCA (principal component analysis). All existing 

algorithms detected only SPAM and HAM emails, but proposed algorithm designed to detect 3 

different classes called SPAM, HAM, and Phishing. To implement this project, we have combined 

three different datasets called UCI, CSDMC and SPAM ASSASSIN dataset, where UCI and CSDMC 

datasets provided SPAM and HAM emails and Spam Assassin dataset provided Phishing emails. All 

these emails were processed to extract important features used in spam and phishing emails such as 

JAVA SCRIPTS, HTML tags and other alluring URLS to attract users. 

Keywords: Artificial Intelligence, Spam, Phishing email. 

1. INTRODUCTION 

The rapid development of Internet technologies has immensely changed on-line users’ experience, 

while security issues are also getting more overwhelming. The current situation is that new threats 

may not only cause severe damage to customers’ computers but also aim to steal their money and 

identity. Among these threats, phishing is a noteworthy one and is a criminal activity that uses social 

engineering and technology to steal a victim’s identity data and account information. According to a 

report from the Anti-Phishing Working Group (APWG), the number of phishing detections in the first 

quarter of 2018 increased by 46% compared with the fourth quarter of 2017 [1]. According to the 

striking data, phishing has shown an apparent upward trend in recent years. Similarly, the harm 

caused by phishing can be imagined as well. 

For phishing, the most widely used and influential mean is the phishing email. Phishing email refers 

to an attacker using a fake email to trick the recipient into returning information such as an account 

password to a designated recipient. Additionally, it may be used to trick recipients into entering 

special web pages, which are usually disguised as real web pages, such as a bank’s web page, to 

convince users to enter sensitive information such as a credit card or bank card number and password. 

Although the attack of phishing email seems simple, its harm is immense. In the United States alone, 

phishing emails are expected to bring a loss of 500 million dollars per year [2]. According to the 

APWG, the number of phishing emails increased from 68,270 in 2014 to 106,421 in 2015, and the 
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number of different phishing emails reported from January to June 2017 was approximately 100,000. 

In addition, Gartner’s report notes that the number of users who have ever received phishing emails 

has reached a total of 109 billion. Microsoft analyzes and scans over 470 billion emails in Office 365 

every month to find phishing and malware. From January to December 2018, the proportion of 

inbound emails that were phishing emails increased by 250%. Great harm and strong growth 

momentum have forced people to pay attention to phishing emails. Therefore, many detection 

methods for phishing emails have been proposed.  

Various techniques for detecting phishing emails are mentioned in the literature. In the entire 

technology development process, there are mainly three types of technical methods including blacklist 

mechanisms, classification algorithms based on machine learning and based on deep learning. From 

previous work, the existing detection methods based on the blacklist mechanism mainly rely on 

people’s identification and reporting of phishing links requiring a large amount of manpower and 

time. However, applying artificial intelligence (AI) to the detection method based on a machine 

learning classification algorithm requires feature engineering to manually find representative features 

that are not conducive to the migration of application scenarios. Moreover, the current detection 

method based on deep learning is limited to word embedding in the content representation of the 

email. These methods directly transferred natural language processing (NLP) and deep learning 

technology, ignoring the specificity of phishing email detection so that the results were not ideal [3], 

[4].  

2. LITERATURE SURVEY 

Gangavarapu et al. [5] aimed at elucidated on the way of extracting email content and behavior-based 

features, what features are appropriate in the detection of UBEs, and the selection of the most 

discriminating feature set. Furthermore, to accurately handle the menace of UBEs, this work 

facilitated an exhaustive comparative study using several state-of-the-art machine learning algorithms. 

This proposed model resulted in an overall accuracy of 99% in the classification of UBEs. The text is 

accompanied by snippets of Python code, to enable the reader to implement the approaches elucidated 

in this paper. 

Srinivasan et al. [6] presented a new methodology for detecting spam emails based on deep learning 

architectures in the context of natural language processing (NLP). Past works on classical machine 

learning based spam email detection has relied on various feature engineering methods. This proposed 

method leveraged the text representation of NLP and map towards spam email detection task. Various 

email representation methods are utilized to transform emails into email word vectors, as an essential 

step for machine learning algorithms. Moreover, optimal parameters are identified for many deep 

learning architectures and email representation by following the hyper-parameter tuning approach. 

The performance of many classical machine learning classifiers and deep learning architectures with 

various text representations are evaluated based on publicly available three email corpora. 

AbdulNabi et al. [7] introduced the effectiveness of word embedding in classifying spam emails. Pre-

trained transformer model BERT (Bidirectional Encoder Representations from Transformers) is fine-

tuned to execute the task of detecting spam emails from non-spam (HAM). BERT uses attention 

layers to take the context of the text into its perspective. Results are compared to a baseline DNN 

(deep neural network) model that contains a BiLSTM (bidirectional Long Short-Term Memory) layer 

and two stacked Dense layers. In addition, results are compared to a set of classic classifiers k-NN (k-

nearest neighbors) and NB (Naive Bayes). Two open-source data sets are used, one to train the model 

and the other to test the persistence and robustness of the model against unseen data. The proposed 

approach attained the highest accuracy of 98.67% and 98.66% F1 score. 
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Alam et al. [8] developed a model to detect the phishing attacks using machine learning (ML) 

algorithms like random forest (RF) and decision tree (DT). A standard legitimate dataset of phishing 

attacks from Kaggle was aided for ML processing. To analyze the attributes of the dataset, the 

proposed model has used feature selection algorithms like principal component analysis (PCA). 

Finally, a maximum accuracy of 97% was achieved through the random forest algorithm. 

Hassanpour et al. [9] presented some of the early results on the classification of spam email using 

deep learning and machine methods. This work utilized word2vec to represent emails instead of using 

the popular keyword or other rule-based methods. Vector representations are then fed into a neural 

network to create a learning model. This work has tested our method on an open dataset and found 

over 96% accuracy levels with the deep learning classification methods in comparison to the standard 

machine learning algorithms. 

Kumar et al. [10] discussed the machine learning algorithms and applied all these algorithms on this 

data sets and best algorithm is selected for the email spam detection having best precision and 

accuracy. 

3. PROPOSED SYSTEM 

This project employs artificial neural networks to detect SPAM, HAM, and Phishing emails by 

applying features selection algorithm called PCA (principal component analysis). To implement this 

project, we have combined three different datasets called UCI, CSDMC and SPAM ASSASSIN 

dataset, where UCI and CSDMC datasets provided SPAM and HAM emails and Spam Assassin 

dataset provided Phishing emails. All these emails were processed to extract important features used 

in spam and phishing emails such as JAVA SCRIPTS, HTML tags and other alluring URLS to attract 

users. 

 

Fig. 1: Block diagram of proposed system. 

3.1 Pre-processing 

Data pre-processing is a process of preparing the raw data and making it suitable for a machine 

learning model. It is the first and crucial step while creating a machine learning model. 
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When creating a project, it is not always a case that we come across the clean and formatted data. And 

while doing any operation with data, it is mandatory to clean it and put in a formatted way. So, for 

this, we use data pre-processing task. 

 

Why do we need Data Pre-processing? 

A real-world data generally contains noises, missing values, and maybe in an unusable format which 

cannot be directly used for machine learning models. Data pre-processing is required tasks for 

cleaning the data and making it suitable for a machine learning model which also increases the 

accuracy and efficiency of a machine learning model. 

 Getting the dataset 

 Importing libraries 

 Importing datasets 

 Finding Missing Data 

 Encoding Categorical Data 

 Splitting dataset into training and test set 

 Feature scaling 

3.1.1 Splitting the Dataset into the Training set and Test set 

In machine learning data pre-processing, we divide our dataset into a training set and test set. This is 

one of the crucial steps of data pre-processing as by doing this, we can enhance the performance of 

our machine learning model. 

Supposeif we have given training to our machine learning model by a dataset and we test it by a 

completely different dataset. Then, it will create difficulties for our model to understand the 

correlations between the models. 

If we train our model very well and its training accuracy is also very high, but we provide a new 

dataset to it, then it will decrease the performance. So we always try to make a machine learning 

model which performs well with the training set and also with the test dataset. Here, we can define 

these datasets as: 

 

Training Set: A subset of dataset to train the machine learning model, and we already know the 

output. 

Test set: A subset of dataset to test the machine learning model, and by using the test set, model 

predicts the output. 

3.2 Principal Component Analysis (PCA) 

Principal component analysis is an approach of machine learning which is utilized to reduce the 

dimensionality. It utilizes simple operations of matrices from statistics and linear algebra to compute a 

projection of source data into the similar count or lesser dimensions. PCA can be thought of a 
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projection approach where data with m-columns or features are projected into a subspace by m or 

even lesser columns while preserving the most vital part of source data. Let I be a source image 

matrix with a size of n * m and results in J which is a projection of I. The primary step is to compute 

the value of mean for every column. Next, the values in every column are centered by subtracting the 

value of mean column. Now, covariance of the centered matrix is computed. At last, compute the 

eigenvalue decomposition of every covariance matrix, which gives the list of eigenvalues or 

eigenvectors. These eigenvectors constitute the directions or components for the reduced subspace of 

J, whereas the peak amplitudes for the directions are represented by these eigenvectors. Now, these 

vectors can be sorted by the eigenvalues in descending order to render a ranking of elements or axes 

of the new subspace for I. Generally, k eigenvectors will be selected which are referred principal 

components or features 

3.3 Particle Swarm Optimization (PSO) 

Feature selection method is used for generating an optimal number of features to be used for a certain 

task like classification. Particle Swarm Optimization (PSO) is an algorithm influenced by the habit of 

bird flocking or fish schooling. PSO is best used to find the maximum or minimum of a function 

defined on a multidimensional vector space. PSO has a main advantage of having fewer parameters to 

tune. PSO obtains the best solution from particles' interaction, but through high-dimensional search 

space, it converges at a very slow speed towards the global optimum. Moreover, regarding complex 

and large datasets, it shows poor-quality results. This algorithm is that it is easy to fall into local 

optimum in high-dimensional space and has a low convergence rate in the iterative process. 

3.4 CNN Classifier 

According to the facts, training and testing of CNN involves in allowing every source data via a 

succession of convolution layers by a kernel or filter, rectified linear unit (ReLU), max pooling, fully 

connected layer and utilize SoftMax layer with classification layer to categorize the objects with 

probabilistic values ranging from.  

Convolution layer is the primary layer to extract the features from a source image and maintains the 

relationship between pixels by learning the features of image by employing tiny blocks of source data. 

It’s a mathematical function which considers two inputs like source image  (     )  where   and   

denotes the spatial coordinates i.e., number of rows and columns. d is denoted as dimension of an 

image (here d=3 since the source image is RGB) and a filter or kernel with similar size of input image 

and can be denoted as  (       ).. 

 

Fig. 2: Representation of convolution layer process. 

The output obtained from convolution process of input image and filter has a size of  ((     

 ) (       )  ), which is referred as feature map. Let us assume an input image with a size of 

5×5 and the filter having the size of 3×3. The feature map of input image is obtained by multiplying 

the input image values with the filter values. 
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(a) 

 

(b) 

Fig. 3: Example of convolution layer process (a) an image with size 5×5 is convolving with 3×3 

kernel (b) Convolved feature map. 

ReLU layer 

Networks those utilizes the rectifier operation for the hidden layers are cited as rectified linear unit 

(ReLU). This ReLU function  ( ) is a simple computation that returns the value given as input 

directly if the value of input is greater than zero else returns zero. This can be represented as 

mathematically using the function    ( )  over the set of 0 and the input x as follows: 

 ( )     {   } 

Max pooing layer 

This layer mitigates the number of parameters when there are larger size images. This can be called as 

subsampling or down sampling that mitigates the dimensionality of every feature map by preserving 

the important information. Max pooling considers the maximum element form the rectified feature 

map. 

Advantages of proposed system 

 CNNs do not require human supervision for the task of identifying important features. 

 They are very accurate at image recognition and classification. 

 Weight sharing is another major advantage of CNNs. 

 Convolutional neural networks also minimize computation in comparison with a regular 

neural network. 

 CNNs make use of the same knowledge across all image locations. 

4. RESULTS AND DISCUSSION 

Sample dataset 
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Dataset labels graph 
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5. CONCLUSION  

This work has examined the performance of two kinds of random forest models. A real-life B2C 

dataset on credit card transactions is used in our experiment. Although random forest obtains good 

results on small set data, there are still some problems such as imbalanced data. Our future work will 

focus on solving these problems. The algorithm of random forest itself should be improved. For 

example, the voting mechanism assumes that each of base classifiers has equal weight, but some of 

them may be more important than others. Therefore, we also try to make some improvement for this 

algorithm. 
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