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Abstract: This research provides a simulation scenario for testing the efficacy of switched 

Ethernet as a controller network's communication medium. Ethernet has become the standard 

LAN technology due to its cheap cost and ease of implementation. When developing 

software, using Ethernet rather of a specialized industrial protocol for communication might 

save time and effort. Some of the most significant issues with utilizing Ethernet in controller 

networks have been eradicated with the advent of Fast Ethernet and micro-segmentation. This 

opens the door for interoperability between controller networks and larger corporate and 

international infrastructures. Queue management as a subject reveals several openings for 

satisfying needs for various service varieties. Simulation analysis using the NS2 network 

simulator is used for the assessment. The findings are put to use in analyzing and enhancing 

the communication performance of the multi-tier paradigm utilized in distributed automation. 

In the multi-tier concept, several suggested classes are utilized to prioritize various types of 

CNDEP traffic. 
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Introduction 

Among LAN protocols, Ethernet has the widest level of support. The widespread uptake that 

has resulted in its cheap cost and strong deployment has sparked a movement toward 

increasing its usage in manufacturing settings. When developing software, using Ethernet 

rather of a specialized industrial protocol for communication might save time and effort. 

 Embedded systems may be made available across WANs when an industry-standard TCP/IP 

stack is implemented atop Ethernet. This lays the groundwork for connecting the production 

floor to the company's internal network. Despite these perks, however, there are conditions 

that must be met. The control loop traffic is time-sensitive and must be given top priority.  

There are several published publications that try to assess the usefulness of Ethernet in 

control networks. Most of them are focused on the communication channel that was 

established in the first implementations of the standards. Fast Ethernet has surpassed Shared 

Ethernet as the standard for business networking, and Gigabit Ethernet is quickly becoming 

the new standard. These norms not only facilitate speedier communication, but also enable 

switching-based isolation of collision areas and the imposition of full-duplex connections. 

According to, the shift in the scientific landscape has opened up new avenues of inquiry. 

Through simulation utilizing the NS2 network simulator as an assessment tool, this research 

aims to demonstrate the performance characteristics of switched Ethernet as a communication 
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medium in controller networks. The widespread use of Internet technology across all spheres 

of human endeavor and the internationalization of trade and commerce have given rise to a 

new category of widely dispersed applications.  

 

The tendency is also shared by embedded systems. Newly created software aims to better 

connect items to the internet. The systems installed in factories are linked to the corporate 

network and software. Using a multi-tiered architecture [7] is one technique to connect the 

automation systems on the manufacturing floor with the corporate information systems. 

Business logic is abstracted away from presentation logic and data storage, a technique 

borrowed from database systems' multi-tier design. The data layer is replaced by a controller 

network in the multi-tier architecture described in [7]. As long as functionality is kept 

separate, this improves availability and security. In this intricate distributed design, the 

network controllers only talk to the upper-tier (service) server, which acts as an adaptor for 

them. The implementation of a multi-tier architecture necessitates an analysis of the 

communication between and within the different levels of the structure. In this study, we 

suggest an assessment of the data tier's (the controller network's) interaction and 

communication. The controller network employs CNDEP [6] as its upper-layer 

communication protocol. This is an UDP-based application layer protocol. Ethernet is a 

nondeterministic technique for media access (CSMA/CD) that has been developed for usage 

in office networks.  

This 1-persistent media access technique strives to provide all nodes "fair" use of the channel 

in terms of statistics. Ethernet's non-deterministic behavior in the event of collision is a major 

issue for control networks. Each node must pause transmission for a certain amount of time 

once a collision is detected. Using micro-segmentation, this problem may be effectively 

controlled. When devices are very micro-segmented, each one has its own "collision domain" 

where collisions never take place. Full-duplex channels further remove media concurrency, 

allowing for unrestricted transmission from any and all connected devices. Only the switch's 

internal fabric is used by both sides simultaneously. In addition, the standards have been 

updated to account for the fact that real-time traffic necessitates the use of channel scheduling 

algorithms, which were not originally enabled by early implementations of Ethernet. It's 

possible that cut-through and store-and-forward are the two default settings for most LAN 

switches. In the first setting, commutation occurs dynamically, meaning that a packet is 

transmitted as quickly as feasible. The second option waits for the whole packet to arrive 

before deciding whether to send it or discard it.  

There is no need for the higher-level transport for the 802.1p standard to function [1, 5, 13]. 

The 802.3x standard has techniques for regulating data transfer rates. Real-time 

communication performance may be very important and may suffer without proper flow 

management. However, when used in the controller network, flow control may ensure the 

delivery of critical frames while also preventing frame loss. All the devices on the channel 

may decrease the quantity of data they receive with the help of flow control, which can be 
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applied either link by link or end to end. Unlike other methods of regulating traffic, link-by-

link analysis focuses on a single connection between nodes.  

When the receiver's time is at a premium, it will notify the sender through the direct 

connection. If the signal's source is not the same as the transmitter, the signal must be sent 

back across each connection until it reaches the source. To implement end-to-end flow 

control, switches on both ends of the connection must coordinate to reduce throughput to the 

source end stations. Since packets must be kept or deleted until this information is broadcast, 

flow control lessens, but does not do away with, the need for buffers. [1, 5] 

Commercial off-the-shelf (COTS) Ethernet switches prevented their usage in time-critical 

applications due to their unpredictable behavior. If packets are arriving at the switch ports at 

an unpredictable rate, the queues may fill up and packets may be dropped. Additionally, most 

COTS switches use First In First Out (FIFO) queues, which may cause significant delays for 

time-sensitive packets. The latter issue may be alleviated to some extent by establishing 

traffic priorities and implementing priority queues. However, only 8 priority levels are taken 

into account, which is insufficient to provide efficient priority scheduling, according to the 

IEEE 802.1D standard. To get around these restrictions, many Real-Time Ethernet (RTE) 

protocols have been developed, all of which use the strengths of the original Ethernet 

standard. There are two major families of RTE protocols. In the first category, superior 

Ethernet switches are used. Among them are TTEthernet [7] [8] and PROFINET IRT [9], 

both of which were designed with time-triggered operations in mind. Overlay protocols, 

which govern the traffic sent to COTS switches, have also been the subject of much study 

and subsequent commercialization as a second class of RTE protocols. Ethernet 

POWERLINK [10], which has a master-slave architecture, is a good example for this 

category. Unfortunately, it was discovered that most RTE protocols available in the literature 

suffer from serious shortcomings when it comes to handling dynamic real-time applications. 

These applications are characterized by volatile needs that are also subject to high timeliness 

requirements (for example, message streams may be added, withdrawn, and altered during 

run-time). Static scheduling is often used in RTE protocols that guarantee strong 

determinism, which hinders their ability to effectively adapt to changing communication 

needs in real time. To address the need for real-time networked embedded systems to be 

adaptable, dynamic, and have efficient resource allocation, two methods have been proposed. 

The first, known as Flexible Time-Triggered Switched Ethernet (FTT-SE) [11], was designed 

to work with commercial off-the-shelf (COTS) Ethernet switches, while the second, known 

as Hard Real-Time Ethernet Switching architecture (HaRTES) [12] [13], makes use of 

specially equipped Ethernet hubs. The master-slave approach lies at the foundation of both 

suggested systems, which were first developed for a network with a single switch. Both the 

FTT-SE and HaRTES designs can accommodate non-real-time, periodic, and ad hoc traffic in 

real time. To further facilitate dynamic reconfiguration, middleware [14] was created by 

using an online admission control [15] with linear time complexity. These two architectural 

types are what we've been working on. 

Need for Ethernet QoS. 
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Priority Marking [15] is the current method through which QoS is supported in native 

Ethernet. The three Class of Service (CoS) bits in the VLAN header are used by Priority 

Marking to give certain packets of data higher priority. While priority marking helps to 

distinguish between various forms of traffic, it does not provide equal access to bandwidth or 

ensure that all users are treated equally. Existing Ethernet QoS mechanisms are node-specific 

and spatially-dependent. Therefore, a distributed QoS mechanism is necessary to guarantee 

fairness and bandwidth in Ethernet, improving the current level of quality of service. One 

such method is discussed in this paper.

 

Figure 1 Metro Ethernet Network with RT’s connected to COT 

When Ethernet is extended into the access network using a ring topology, there are a number 

of potential quality-of-service problems that must be addressed. For its protection and fault 

tolerance features, the Ring topology is selected, as well as its current widespread usage in 

metro networks. Rings' multicasting capabilities outperform those of other topologies, such as 

mesh, in terms of throughput. 

Literature Review 

Chisa Kobayashi et.al.,(2020) This research investigates a technique for SPQ-based QoS 

estimation for vehicular Ethernet. Despite being the most basic kind of control, SPQ has yet 

to have its estimate technique of QoS clarified for a multi-switch in-vehicle Ethernet. 

Through simulation, the writers assess SPQ's quality of service. The authors prove the 

efficacy of their equation for calculating QoS by adjusting the regression analysis to fit the 

data. 

Pablo Fondo-Ferreiro et.al.,(2018) In this article, we'll go through how to deploy an ONOS 

application that uses Energy-Efficient Ethernet connections between two switches to load-

balance incoming traffic and reduce power consumption. To accommodate the needs of real-
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time traffic coming to the link aggregate, we provide two alternatives to the plain technique, 

which might cause excessive traffic latency. Providing time-sensitive traffic does not account 

for an excessive percentage of total traffic demand, our final application maintains low 

energy consumption, as shown by our experiments. 

Inés Álvarez et.al.,(2016) An increasing number of people are working to perfect embedded 

technologies that can be used in unexpected, ever-evolving settings. The network is only one 

more component of the design that has to be adaptable in distributed embedded systems 

(DESs). However, there is a noticeable shift in the business world toward using Ethernet-

based protocols for DES networks. However, Ethernet does not provide sufficient help for 

RT communications, including the mixing of various RT traffic and the online control of the 

Quality of Service (QoS). Multiple Flexible Time-Tiggered (FTT) protocol over Ethernet 

solutions were developed to address these issues. Since FTT is a master/multi-slave protocol, 

it can efficiently carry both real-time and non-real-time data, and it also includes tools for 

dynamically adjusting the network's quality of service, such as Admission Control (AC). The 

AC is a crucial aspect of managing a network online since it ensures that all users have access 

to the necessary quality of service. This article details the development of an AC simulation 

model for the FTT HaRTES switch and its subsequent implementation in OMNeT++, along 

with an initial performance analysis. 

Switched Ethernet Technology 

Ethernet was first created as a means of connecting computers to one another. These days, 

IEEE has a set of standards outlining the many levels of a network that may be used with 

Ethernet. Ethernet has progressed from a bus architecture to a star topology with switching 

hubs (sometimes called Ethernet switches) in addition to improvements in transmission 

speed. Ethernet generates a single collision domain since it employs a common media for 

communication. When a message is broadcast in the medium, it is received by every node. 

Additionally, the collision issue is dealt with by using an arbitration technique known as 

Carrier Sense Multiple Access with Collision Detection (CSMA/CD). A node acts as a buffer 

for the message until the shared media is free to receive new information. Because every 

node is acting in accordance with the same principle, a collision is unavoidable. In the event 

of a collision, all associated transmissions are cancelled, the nodes wait for a predetermined 

length of time, and then begin retransmitting the messages. This process will keep repeating 

itself until a collision-free transmission has occurred. The primary impetus for deploying 

Ethernet switches was to solve the issue of message retransmission, which results in 

inefficient bandwidth use. Since a switch isolates each of its ports into its own collision 

domain, it mitigates the effect of the original Ethernet's non-deterministic CSMA/CD 

arbitration. The fundamentals of switched Ethernet are outlined, and then real-time protocols 

for using switches are discussed. 

The prevailing standard for switches, IEEE 802.1D, implements FIFO queues for each output 

port. When a packet is received by a switch, it checks the destination address and, if it 

matches, places the packet in a queue for later transmission. For as long as it takes to send the 

messages ahead of it in the line, the message will remain in the queue. For each output port, 
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IEEE 802.1D takes into account a certain number of parallel queues with varying degrees of 

priority. Priority queued messages are delivered in order of priority, beginning with the 

highest priority queue. Figure 2 shows the fundamental design of an Ethernet switch.

 

 

Figure 2: The Switch Internal Structure 

The IEEE 803.2 working group defines Ethernet as part of the LAN family of network 

protocols. With the development of network technologies, various extensions have been 

established since the standard's publication in 1985 [1] [2] to accommodate new network 

media and increased data rate compatibilities. These days, most LAN settings make extensive 

use of optical fiber networks, as shown by Ethernet's capacity for transmission distances of 

up to 150 kilometers. Ethernet networks simultaneously use the physical and data connection 

layers to transmit packets and frames [3]. Ethernet nodes exchange information by 

transmitting packets, with the Ether-Type field in the frames used by the receiving node's 

operating system to choose which protocol module to use [4]. 

Ethernet's performance is the primary concern in every local area network (LAN). Deliveries 

per second, throughput, latency, collision probability, bandwidth efficiency, packet loss ratio, 

bit error rate, queuing delay, and jitter are all examples of network characteristics used to 

determine quality of service in the telecommunications industry [5]. Ethernet's maximum 

transmission unit (MTU) is 1500 bytes, which is substantially larger and has the potential to 

decrease network performance [6]. Congestion and packet loss become more likely, however, 

as packet sizes get larger during transmission. Congestion and its associated effects on the 

quality of service (QoS) in an Ethernet network may be mitigated by segmenting the bigger 

packets into smaller ones. Queuing in the Ethernet's switch and router's buffer is affected by 

the packet's size as it travels between nodes. This affects the rate at which packets are 

received and sent, and hence the pace at which they are processed [7]. When packets become 

too large for the maximum transmission unit (MTU), they cause delays in the transmission 

from beginning to finish [7]. Segmentation slows down the data transfer rate and lowers the 

network's quality of service. As a result, packets that are too big cause delays in the network, 

while those that are too little cause more errors and take longer to send [8]. This research 

simulates an Ethernet network with bigger packets and analyzes the impact on quality of 

service and network performance. 
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Previous research in [9] shows that bigger packet size reduces the network's energy efficiency 

by slowing down the data throughput of the application. Optimal packet size enhances 

performance across a wireless LAN's error-prone channel, according to another research [10]. 

Prioritization of traffic, as shown by Carmo et al. in [2], may impact network performance as 

a whole. Therefore, reducing the amount of data packets being sent between Ethernet nodes 

may have an effect on the efficiency of the network as a whole [11]. 

Based on previous studies' results, this study assesses the quality of service (QoS) of an 

Ethernet network simulated using Riverbed modeler, which shows the effects of altering 

packet size on the network's QoS and performance characteristics. The goal of this 

segmentation procedure is to compare the transmission performance of bigger packets than 

the maximum transmission unit (MTU) to that of smaller packets, taking into account factors 

such as throughput, bit error rate, and latency. 

Methodology 

After reviewing the research on how Ethernet LANs have been implemented in various 

scenarios, we can calculate its latency, efficiency, loss of packets ratio, bit error rates, and 

queuing delay. Real-time simulation of the network's creation based on the literature review 

requires an appropriate simulation tool. 

OMNET++, NS-2, NS-3, Riverbed [16], and MATLAB were only few of the network 

modeling tools we used to perform qualitative analysis in this study. Riverbed molder 17.5 

was chosen for this simulation [17] because to its popularity and ease of use in the 

development environment. The simulation was executed on a Core i3-powered computer. 

The Fast-Ethernet protocol is used in the examined Ethernet network. Fast Ethernet is being 

considered because of its broad usage in optical communication and the need for speeds of up 

to 10 Gbit/s [18] in a laboratory environment. The elements of an Ethernet LAN testbed are a 

switch, two hubs, and sixteen client stations. In this setup, two hubs are connected to a total 

of eight clients through a fast Ethernet link running at 10 Mbps over a full duplex 10BASE_T 

connection. In a full duplex setup, the hub and switch may be used by both the sending and 

receiving clients to send and receive multiple packets. If a packet's data payload is too large 

for a single unit of transmission, it is split into a sequence of fragments. Larger packets need 

segmentation to ensure they get at their destination in a timely manner with all of the required 

data. In this proposed network, the larger packets are broken down into two halves of 1500 

and 1024 bytes. Network performance is evaluated by simulating real-world use cases, which 

might vary widely in terms of throughput, latency, packet loss ratio, queuing delay, and bit 

error rate. In this testbed, we send packets of varied sizes and run several Riverbed 

simulations to see how they perform. 

Finally, thorough information has been collected from an Ethernet network simulator. When 

the simulation is executed, the appropriate graphs are produced for analysis. With the aid of 
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the graphs, the effect of changing Gigabit network properties may be measured.

 

Figure 1. Throughput (bits/sec) at switch. 

 

 

Figure 2. Network delay (sec) for 128, 256, 512 and 1024 Bytes packet size. 
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Conclusion 

The provided simulated scenarios evaluate Fast Ethernet's viability as a communication 

channel for geographically scattered embedded devices. Each case study is grounded on the 

specifics of a real-world, distributed automation system with many tiers. The results show 

that 802.1p-enabled fast Ethernet switching are a worthwhile investment for setting up 

controller networks. Priority queues and dedicated bandwidth allow time-sensitive traffic to 

meet its strict deadlines. It is expected that latency and jitter for high-priority traffic will be 

sufficiently low to support real-time applications. UDP is suitable for these applications 

because to its low rate of error for high as well as moderate priority traffic, which negates the 

need for more complex transport. Besides revealing the bounds of specific characteristics for 

the examined network, like the number of managers in just one network into the queue buffer 

size, the results may be used as a basis for calculating the quantity of priority subclasses and 

mappings of traffic and classes.. 
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